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ABSTRACT
Model-based clustering technique is an optimal choice for the 
distribution of data sets and to find the real structure using 
mixture of probability distributions. Many extensions of model- 
based clustering algorithms are available in the literature for 
getting most favorable results but still its challenging and 
important research objective for researchers. In the model- 
based clustering, many proposed methods are based on EM 
algorithm to overcome its sensitivity and initialization. 
However, these methods treat data points with feature (vari-
able) components under equal importance, and so cannot dis-
tinguish the irrelevant feature components. In most of the cases, 
there exist some irrelevant features and outliers/noisy points in 
a data set, upsetting the performance of clustering algorithms. 
To overcome these issues, we propose a fuzzy model-based t- 
clustering algorithm using mixture of t-distribution with an 
L1regularization for the identification and selection of better 
features. In order to demonstrate its novelty and usefulness, 
we apply our algorithm on artificial and real data sets. We 
further used our proposed method on soil data set, which was 
collected in collaboration with and the assistance of 
Environmental laboratory Karakoram International University 
(GB) from various point/places of Gilgit Baltistan, Pakistan. The 
comparison results validate the novelty and superiority of our 
newly proposed method for both the simulated and real data 
sets as well as effectiveness in addressing the weaknesses of 
existing methods.
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Introduction

The most common obstacle in machine learning and pattern recognition is to 
divide intrinsic structure of given data set into similar group, which is famously 
known as clustering (Jain and R, 1988; Mcnicholas, 2016). Cluster analysis, also 
known as unsupervised learning, is one of the most significant and successfully 
employed techniques that has noteworthy application in various areas such as 
wireless networking and Remote Sensing (Abbasi and Younis, 2007; Gogebakan 
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and Erol, 2018), computational biology (Gogebakan, 2021; Yang and Ali, 2019), 
imaging processing (Chuang et al., 2006), soft computing (Gogebakan, 2021), data 
segmentation (Gogebakan and Hamza 2019), agriculture (Kadim and Wirnhardt,  
2012), ecology (Rasool et al., 2016), data mining (Agrawal et al.,2005) and eco-
nomics (Garibaldi et al., 2006) etc. There are two major areas of clustering 
algorithms, namely, model-based clustering and nonparametric approach 
(McLachlan and Basford, 1988). For nonparametric approach, clustering methods 
are based on objective functions where K-Mean, Fuzzy C-mean and Possibilistic C 
mean are most common. In model-based clustering approach, we consider that the 
data points follow a mixture of probability distribution (Banfield and Raftery,  
1993) where the EM (Expectation-Maximization) algorithm proposed by 
Dempster et al. (1977) is the most common and famous approach using max-
imum-likelihood estimation for inferring mixture models (Biernacki and Jacques,  
2013; Lee and Scott,2012; Melnykov and Melnykov, 2012; Yang et al., 2012). A 
large number of algorithms have been proposed in model-based clustering, among 
them Yang and Ali (2019), Banfield and Raftery (1993), Yang, Chang-Chien, and 
Nataliani (2019), Yang et al. (2014), Fraley andRaftery (2002), Lo and Gottardo 
(2012) are most famous methods. Feature selection is not only the important 
technique in clustering but also challenging for researchers to get most relevant 
features. Due to the presence of irrelevant features in data sets, many complexities 
arise during clustering. Among those first is, clustering without relevant feature 
selection may fail to find the real structure of data and provide a minimum 
accuracy rate. Secondly, for high-dimensional data sets, clustering is computation-
ally infeasible in the presence of irrelevant features. Thirdly, the presence of 
irrelevant features may also cause an appropriate model selection criterion pro-
blem. In addition, removing non-informative features may largely enhance inter-
pretability (Pan and Shen, 2007; Xie et al., 2007). In this connection, Tibshirani 
(1996) introduced the idea of Lasso regularization to cope up with sparsity in the 
context of regression analysis. Zadeh (1965) presented the idea of fuzzy set which is 
useful in many areas.

In 2014, Yang et al. (2014) have presented the idea of robust fuzzy classification 
maximum likelihood using multivariate t-distribution (FCML-T). Although this 
method is simple and applicable for noisy points and/or outliers in data sets but 
not applicable for irrelevant features selection. In 2019, Yang and Ali (2019) have 
presented the idea of fuzzy Gaussian mixture model for feature selection using 
Lasso regularization but we are familiar that due to shorter tail of normal 
distribution in many cases, it is not an appropriate choice for clustering. 
Furthermore, it does not provide us robust results specially when the data sets 
have outliers or noisy points. To overcome these issues (due to outliers and/or 
noisy points), we extended the fuzzy classification maximum likelihood t-distri-
bution using Lasso regularization and we called it F-MT-Lasso clustering algo-
rithm. To show the novelty and usefulness of our proposed algorithm (F-MT- 
Lasso), we use simulated as well as real data sets and compare the performance of 
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our proposed algorithm F-MT-Lasso with that of fuzzy model-based Gaussian 
clustering (F-MB-N) (Yang, Chang-Chien, and Nataliani 2019), FCML-T (Yang et 
al.,2014) and Fuzzy Gaussian Lasso algorithm (Yang and Ali, 2019) algorithms. 
Results show the significance and upper hand of our proposed F-MT-Lasso 
algorithm. The rest of paper is organized as follows. In section 2, we discuss our 
proposed model fuzzy t-clustering Lasso algorithm. Section 3 elaborates the 
comparative analysis of our proposed method with some of existing schemas 
using simulated and real data sets. In section 4, we apply our algorithm on a real 
data set from field of biosciences. Section 5 details the application of our algorithm 
on real data set regarding soil which was collected from various placed of Gilgit- 
Baltistan, Pakistan in collaboration with of Karakoram International University 
Gilgit-Baltistan, Pakistan. We summarized our conclusions in section 6.

Fuzzy T-Distribution Lasso Clustering

Let a p-dimensional random variable X follows multivariate t-distribution with 
probability density functionftðxi; μk;

P

k
; vkÞ. Whereμk,

P

k
, and vk are mean, 

covariance and degree of freedom, respectively. The multivariate t-distribution 
is as follows:

ftðxi; μk;
P

k
; vkÞ ¼

Γvþp
2

πvð Þ
p
2Γv

2

P
j j

1
2 1þ

ðx� μÞT
P� 1

ðx� μÞ

v

� �vþp
2

, where ðx � μÞT
P� 1
ðx � μÞ is   

mahalonobis square distance between data points x and the meanðμÞ,is the 

covariance matrix, and Γ vð Þ is the Gamma function with Γ ¼ ò
1

0
sv� 1e� sds. In 

1965 Zadeh (1965) presented the idea of fuzzy set and Yang et al., (2014) 
proposed the idea of fuzzy classification maximum likelihood clustering 
(FCML-T) and the objective function is as follows: 

Jðz; α; θÞ ¼
Pn

i¼1

Pc

k¼1
zm

ki lnðf ðxi; θÞ þ w
Pn

i¼1

Pc

k¼1
zm

ki ln αk. Here we consid-

erθ ¼ μk;
P

k
; vk

� �

. In the objective functionJðz; α; θÞ,m is fuzziness index, 

m 2 ð1;1Þand w � 0 are fixed constants and αk are mixing proportions and 
must satisfying 0 � αk � 1 while sum to one. We extend the fuzzy classification 
maximum likelihood proposed by Yang et al., (2014) with multivariate t-dis-
tribution using Lasso penalty term using common diagonal variances. As we 
know that mixture of multivariate t-distribution is considered as a scale mixture 
of normal distributions. Suppose Y is latent variable then 
xjy,Nðx; μ;

P= yÞwithY,G vk
2 ;

vk
2

� �
,where the gamma density function is 

defined as; f ðy; A;BÞ ¼ BAyA� 1=ΓðAÞ
� �

expð� ByÞIð0;1ÞðyÞ; and 
ðA;B > 0Þ:So we can write the objective function 
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as 

Jðz; α; θÞ ¼
Pn

i¼1

Pc

k¼1
zm

ki ln½Nðx; μ;
P= ykiÞGðyki; vk=2; vk=2Þ� þ w

Pn

i¼1

Pc

k¼1
zm

ki ln αk.

We further extend fuzzy classification maximum likelihood clustering algo-
rithm proposed by Yang et al., (2014) into a new method of multivariate t- 

distribution by adding the termλ
Pc

k¼1

Pp

p¼1
μkp

�
�
�

�
�
�. Thus, we propose a new F-MT- 

Lasso objective function as follows: 

JF� MT� Lassoðz; α; θÞ ¼
Xn

i¼1

Xc

k¼1
zm

ki ln½Nðx; μ;
X=

ykiÞGðyki; vk=2; vk=2Þ�

þ w
Xn

i¼1

Xc

k¼1
zm

ki ln αk � λ
Xc

k¼1

Xp

p¼1
μkp

�
�
�

�
�
�

where λ � 0is tuning parameter that manage the amount of shrinkage and 
mean parameter. When the value of tuning parameterλis sufficiently large, 
some of the cluster centers ðμkpÞto be exactly zero and we discard the features 
whenμkp ¼ 0.We use common diagonal covariance�k ¼

P¼ σ2
p, 

andwðtÞ ¼ 0:999ðtÞ.To get the necessary conditions for minimizing the F-MT- 
Lasso objective function, we use the lagrangian as follows: 

JF� MT� Lassoðz; α; θÞ ¼
Xn

i¼1

Xc

k¼1
zm

ki ln f xi; θð Þ þ w
Xn

i¼1

Xc

k¼1
zm

ki ln αk

� λ
Xc

k¼1

Xp

p¼1
μkp

�
�
�

�
�
� � γ

Xc

k¼1
zki � 1

 !

� β
Xc

k¼1
αk � 1

 !

:

The necessary conditions ofykito maximize JF� MT� Lassoðz; α; θÞ are as follows: 

yki ¼
ðvk þ d � 2Þ

ðxi � μkÞ
T P� 1

k ðxi � μkÞ þ vk

n o (1) 

Differentiate JF� MT� Lassoðz; α; θÞ with respect to the fuzzy membership function, 
zki, we obtain the updating equation for the membership function as follows: 

ẑki ¼
ðln f ðxi; θÞ þ w lnðαkÞÞ

� 1
m� 1

Pc

s¼1
ðln f ðxi; θÞ þ w lnðαkÞÞ

� 1
m� 1

(2) 

Differentiate JF� MT� Lassoðz; α; θÞ w.r.t αk we obtain the value of mixing pro-
portion α̂k 
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α̂k ¼

Pn

i¼1
zm

ki

Pc

k¼1

Pn

i¼1
zm

ki

(3) 

For the degree of freedom, we differentiate JF� MT� Lassoðz; α; θÞ with respect 
tovk.We obtain the following equation: 

ln
vk

2

� �
� ψ

vk

2

� �
þ 1þ

Pn

i¼1
zm

kiðln yki � ykiÞ

Pn

i¼1
zm

ki

¼ 0 (4) 

where ψðuÞ is the digamma function ψðuÞ ¼ d
du ln Γu, We used decreasing 

learning parameter w as: w tð Þ ¼ 0:999t 

w tð Þ ¼ 0:999t (5) 

To get the updating equation of μkpwe differentiate JF� MT� Lassoðz; α; θÞ with 
respect to μkp we obtain the estimated value of μ̂kp 

μ̂kp ¼

~μkp þ
λσ̂2

pPn

i¼1
ẑm

ki yki
; if ~μkp < �

λσ̂2
pPn

i¼1
ẑm

ki yki

0 ; if cj j � λσ̂2
pPn

i¼1
ẑm

ki yki

~μkp �
λσ̂2

pPn

i¼1
ẑm

ki yki
; if ~μkp >

λσ̂2
pPn

i¼1
ẑm

ki yki

8
>>>>>><

>>>>>>:

(6) 

With having 

~μkp ¼

Pn

i¼1
zm

kiykixip

Pn

i¼1
zm

kiyki

(7) 

where ~μkp ¼
Pn

i¼1
zm

ki ykixip=
Pn

i¼1
zm

ki yki is the maximum likelihood estimator (MLE) 

of the FCML-T clustering and �k ¼
P
¼ σ2

p is common diagonal variance. 
When the value of λ is sufficiently increase in Eq. (6), it should have some μ̂kp  

= 0, otherwise it has the quantity λσ̂2
p=
Pn

i¼1
zm

ki yki of shrinkage. Consequently, when 

we found, if ~μkp

�
�
�

�
�
� � λσ̂2

p=
Pn

i¼1
zm

ki yki, then we consider μ̂kp = 0, and pth features 

supposed to be uninformative and discarded it from further clustering results; 
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otherwise, cluster center will be μ̂kp=~μkp � λσ̂2
p=
Pn

i¼1
zm

ki yki. To drive the updating 

equation of μ̂kp, we use the F-MT-Lasso objective functionJF� MT� Lassoðz; α; θÞ. 
Differentiate JF� MT� Lassoðz; α; θÞ with respect to μkp,we obtain the following form: 

@JF� MT� Lassoðz;α;θÞ
@μkp

¼

Pn

i¼1
zm

ki ykiðxi� μkpÞ

σ2
p

� λsignðμkpÞ. Set @JF� MT� Lassoðz;α;θÞ
@μkp 

= 0, after 
simplification we obtain;
μ̂kp ¼ ~μkp �

λσ2
psignðμ̂kpÞ

Pn

i¼1
ẑðmÞki yki

. In mathematics, we know that some functions are not   

necessarily differentiable so, μ̂kp

�
�
�

�
�
� is not differentiable at μ̂kp = 0. Sub-derivative 

is defined as a set of all sub-gradients of a convex function f atxis called the 
sub-differential of f atx. In order to solve this problem, we use sub derivative as 
a substitute for the derivative. Suppose we have the absolute value function 
f ðxÞ ¼ xj j at x, is the δf ðxÞ ¼ signðxÞ; where sign function is defined as; 

signðxÞ ¼
� 1 if x< 0
½� 1; 1� if x ¼ 0
þ1f g if x> 0

8
<

:
. The absolute function f ðxÞ ¼ xj jand its sub-  

differential δf ðxÞ ¼ signðxÞis shown in Figure 1
Using this concept of sub-derivative or sub-gradient, we obtained the 

updating Equation 7 equation (6) forμ̂kp. We have considered common diag-
onal covariance matrix which is suitable for high dimensional data sets and 
good choice for feature selection in our algorithm which is explain as follows: 

�k ¼
X
¼ σ2

p¼diagðσpÞ ¼

σ2
1 0 0 � � � 0

0 σ2
2 0 � � � 0

0 0 . .
. ..

.

..

. ..
. . .

. ..
.

0 0 � � � σ2
d

0

B
B
B
B
B
B
@

1

C
C
C
C
C
C
A

; p ¼ 1; � � � ; d 

we differentiate objective function JF� MT� Lassoðz; α; θÞ with respect to σ2
p; p ¼

1; � � � ; d we get the updating equation of common diagonal covariance matrix. 

Figure 1. Sub-differential of δf xð Þ ¼ sign xð Þ.
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σ̂2
p ¼

Pc

k¼1

Pn

i¼1
zm

kiykiðxip � μkpÞ
2

Pc

k¼1

Pn

i¼1
zm

kiyki

(8) 

Thus, we have summarized our proposed F-MT-Lasso algorithm as follows: 

Algorithm F-MT-Lasso clustering algorithm
Step 1: Fix2 � c � n, ε> 0andm 2 ð1;1Þ. Give initials wð0Þ=1,vð0Þ αð0Þk ,μð0Þkp , 

σ2;ð0Þ
p ,yð0Þki . λ ¼ 1 and t ¼ 1

Step 2: Compute ẑð0Þki with wð0Þ, μð0Þkp ,yð0Þki , α 0ð Þ
k and σ2;ð0Þ

p by Eq. (2)

Step 3: Compute ~μðtÞkp with ẑðt� 1Þ
ki and yðt� 1Þ

ki using Eq. (7).

Step 4: Compute wðtÞ using Eq. (5).

Step 5: Compute α̂ðtÞk with ẑðt� 1Þ
ki busing Eq. (3).

Step 6: Compute σ̂ðtÞ2p with μk ðtÞ,yð0Þki and ẑðt� 1Þ
ki by (8).

Step 7: Update ẑðtÞki with ~μðtÞkp ,yðtÞki , α̂ðtÞk and σ̂ðtÞ2p using Eq. (2).

Step 8: Compute vðtÞk with ẑðtÞki and yðt� 1Þ
ki using Eq. (4).

Step 9: Compute yðtÞki with ~μðtÞkp , vðtÞk and σ̂ðtÞ2p using Eq. (1).

Step 10 : Update ~μðtþ1Þ
kp with ẑðtÞki and yðtÞki using Eq. (7).

If max ~μðtþ1Þ
k � ~μðtÞk < ε,stop .Else t=t+1 and return to step 3

Step 11: Update σ̂2;ðtþ1Þ
p with ~μðtþ1Þ

kp , yðtÞki and ẑðtÞki using Eq. (8)

Step 12: Update μ̂ðtÞkp withẑðtÞki , μ
kp
ðt þ 1Þ yðtÞki and σ̂2;ðtþ1Þ

kp using Eq.(6), that is, 

If ~μðtþ1Þ
kp

�
�
�

�
�
� �

λσ̂2;ðtþ1Þ
p

Pn

i¼1
ẑm ðtÞ

ki yki

; then let μ̂ðtÞkp =0.  

Else μ̂ðtÞkp ¼ ~μðtþ1Þ
kp �

λσ̂2;ðtþ1Þ
p

Pn

i¼1
ẑm ðtÞ

ki yki

:

Step 13: Increaseλ and return to Step 3, or output results.

Numerical Comparisons

Here, we demonstrate the novelty of our proposed algorithm FMT-Lasso 
using synthetic and real data sets by using accuracy rate define as AR ¼
Pk

j¼1
rj=n where rj is the number of points in C0j that are also in Cj in which C ¼

C1;C2; � � � ;Ccf g is the set of c clusters for the given data set and C0 ¼

APPLIED ARTIFICIAL INTELLIGENCE e2169299-477



C01;C
0

2; � � � ;C
0

c
� �

is the set of c clusters generated by the clustering algorithm. 
We compare our algorithm with F-MB-N (Yang et al. 2019b), FCML-T (Yang 
et al., 2014) and FG-Lasso (Yang and Ali 2019).The details of used datasets are 
presented in Table 1.

Example 1. In this example, a two-cluster data set with 1250 data points 

generated from a Gaussian mixture model 
P2

k¼1
αkNðuk;

P

k
Þ with the para-

meters αk ¼ 1=2;"k; u2 ¼ 20 3ð Þ
Tand�1 ¼

1 0
0 1

� �

,�2 ¼
1 0
0 1

� �

. 

Table 1. Tabular repsentation of the synthetic and real data sets 
used.

Datasets Samples Variables Clusters

Synthetic-I 1600 3 2
Synthetic-II 1050 4 3
Synthetic-III 400 3 5
Seeds 210 7 3
Pima Indian 786 8 2
Breast cancer 699 8 2
Prostate cancer 100 8 2
Soil 30 5 3

Figure 2. (a) the original 2-cluster Gaussian data set; (b) F-MB-N clustering results; (c) FCML-T 
clustering results; (d) FG-Lasso clustering results; (f) F-MT-Lasso clustering results.
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Two features, namely, x1; x2f g have been added with 350 noisy points and 
shown in Figure 2a. Since our objective is to identify relevant features, we 
extend the data set from two features x1; x2f gup to three features x1; x2; x3f g by 
adding a 3rd featurex3,generated from uniform distribution over intervals 
[−2,2]. It implies that the third added featurex3,is considered as irrelevant 
feature. We demonstrate F-MB-N, FCML-T, FG-Lasso and F-MT-Lasso by 
different initializations and record the average of 30 random initials. The 
clustering results of F-MB-N, FCML-T and FG-Lasso are shown in Figure 2 
(b-d). The final result of our proposed method F-MT-Lasso has shown in 
Figure 2e. Due to having irrelevant feature x3 with d = 3, clustering results 
from different methods are highly affected and shown poor average accuracy 
rates, as shown in Table 2. On the other hand, our proposed method F-MT- 
Lasso discard non-informative feature x3 and provide best average accuracy 
rate (AR = 0.921). The details of discarded feature through FG-Lasso and F- 
MT-Lasso with different values of λ are shown in Table 3. When we increase 
the value of λ from 50 to 135, we observed that FG-Lasso discard important 
featurex2,μ̂12 ¼ μ̂22 ¼ 0 and μ̂13 ¼ 0 becomes zero. Similarly, when the value 
of λ is increasing up to 135, we observed that proposed method F-MT-Lasso 
discard μ̂13 ¼ 0 and μ̂23 ¼ 0 while FG-Lasso discards important 
componentμ̂21 ¼ 0. It is clearly seen that F-MT-Lasso works better and dis-
carded third irrelevant featurex3.After discarding irrelevant feature x3 F-MT- 
Lasso shows best results, this shows the novelty of our method.

Example 2. In this example, we consider a data set consists of 3 clusters with 
950 data points generated from the Gaussian mixture (GM) distribution 
P3

k¼1
αkNðuk;

P

k
Þ having parameters αk ¼ 1=3;"k; u1 ¼ 4 6ð Þ

T
;

�1 ¼
3 0
0 1

� �

,�2 ¼
1 0
0 1

� �

and�3 ¼
1 0
0 1

� �

, with two feature x1; x2f g. 

We added 100 noisy points to features x1; x2f gusing uniform distribution 

Table 2. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original features

Average AR No of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

3 0.456 0.491 2 2 0.503 0.921

Table 3. Feature reduction pattern based on λ values.

λ

Feature reduction pattern through FG-Lasso Feature reduction pattern through F-MT-Lasso

x1 x2 x3 x1 x2 x3

50 - μ̂12 ¼ μ̂22 ¼ 0 μ̂13 ¼ 0 - - μ̂13 ¼ 0
135 μ̂21 ¼ 0 - μ̂23 ¼ 0 - - μ̂23 ¼ 0
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over the intervals [−5,5] and [0, 1], and the sample size will be 1050 points. 
Result is shown in Figure 3a. Since our objective is to identify relevant features, 
we extended the data set from 2 features x1; x2f gup to four features 

x1; x2; x3; x4f g by adding two additional features x3andx4, both have been 
generated from uniform distribution over intervals [−1,1] and [−5, 5],it 
implies that the third and four added features x3and x4, are considered to be 
irrelevant features. The 3-D plots of x1; x2; x3f g and x1; x2; x4f g have shown in 
Figure 3(b,c). We demonstrate F-MB-N, FCML-T, FG-Lasso, and F-MT-Lasso 
under different initializations and record the average of 30 random initials.The 
clustering results of F-MB-N, FCML-T and FG-Lasso are shown in Figure 3(d-f). 
The final result of our proposed method F-MT-Lasso has shown in Figure 3g. 

Figure 3. (a) the original 3-cluster Gaussian data set; (b) 3-D plot representation x1; x2 andx3 ; (c) 3- 
D plot representation x1; x2 andx4 ; (d)f-MB-N clustering results; (e)fcml-T clustering results; (f)fg- 
Lasso clustering results; (g)f-MT-Lasso clustering results.
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Due to having irrelevant feature x3and x4 with d = 4, clustering results from 
different methods have been highly affected and shown poor average accuracy 
rates, as shown in Table 4. While our proposed method F-MT-Lasso discard 
non-informative features x3 and x4,as a result it provides us best average 
accuracy rate (AR = 0.989). The details of discarded features through FG-Lasso 
and F-MT-Lasso for different values of λare shown in Table 5. When we increase 
the value of λto 30, we observed that both Algorithms completely discarded 
irrelevant featurex3. Similarly, when the value of λis increased from 60 to 111 
another irrelevant feature x4 also discarded by both methods and their results 
have been shown in Table 5. It is clearly seen that after discarding irrelevant 
features x3and x4 our proposed algorithm shows best results.

Example 3. In this example, we consider a data set consists of five clusters 
with 400 data points generated from the Gaussian mixture (GM) distribution 
P5

k¼1
αkNðuk;

P

k
Þ having parameters αk ¼ 1=5;"k; u1 ¼ 4 6ð Þ

T
;

u5 ¼ 10 8ð Þ
T
; �1 ¼

P
2 ¼

P
3 ¼

P
4 ¼

P
5 ¼

1 0
0 1

� �

.Two features are 

x1; x2f g and   

added 400 noisy points to features x3by using uniform distribution over the 
intervals [−10,10].Since our objective is to identify relevant features, we 
extended the data set from the 2 features x1; x2f gup to 3 features x1; x2; x3f g

by adding one featurex3, generated from uniform distribution over intervals 
[−10,10]. It implies that the third added featurex3, is an irrelevant feature. The 
3-D plots of x1; x2; x3f g have shown in Figure 4a. We demonstrated F-MB-N, 
FCML-T, FG-Lasso, and F-MT-Lasso under different initializations and 
record the average of 30 random initials.The clustering results of F-MB-N, 

Table 4. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

4 0.607 0.612 2 2 0.941 0.989

Table 5. Feature reduction pattern based on λ values.

λ

Feature reduction pattern through FG-Lasso Feature reduction pattern through F-MT-Lasso

x1 x2 x3 x4 x1 x2 x3 x4

30 - - 0 μ̂24 ¼ 0 - - μ̂13 ¼ μ̂23 ¼ μ̂33 ¼ 0 μ̂34 ¼ 0
60 - - 0 μ̂24 ¼ μ̂34 ¼ 0 - - 0 μ̂14 ¼ μ̂34 ¼ 0
111 - - 0 μ̂14 ¼ μ̂24 ¼ μ̂34 ¼ 0 - - 0 0
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FCML-T and FG-Lasso are shown in Figure 4(b-d). The final result of our 
proposed method F-MT-Lasso has been shown in Figure 4e. Due to the 
irrelevant feature x3with d = 3, clustering results of different methods are 
highly affected and shown poor average accuracies, as shown

Figure 4. (a) 3-D plot representation x1; x2 andx3 ; (b) F-MB-N clustering results; (c) FCML-T 
clustering results (d) FG-Lasso clustering results;(e) F-MT-Lasso clustering results.

Table 6. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original features

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

3 0.627 0.8025 2 2 0.980 1.00

Table 7. Feature reduction pattern based on λ values.

λ

Feature reduction pattern through FG-Lasso Feature reduction pattern through F-MT-Lasso

x1 x2 x3 x1 x2 x3

10 - - μ̂13 ¼ 0 - - -
20 - - μ̂23 ¼ 0 - - μ̂33 ¼ μ̂43 ¼ μ̂53 ¼ 0
30 - - μ̂33 ¼ μ̂34 ¼ μ̂35 ¼ 0 - - μ̂23 ¼ 0
50 - - - - μ̂13 ¼ 0
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in Table 6. However proposed method F-MT-Lasso discard non- 
informative feature x3 and as a results, it provided us with best average 
accuracy (AR = 1.00). The details of discarded feature through FG-Lasso and 
F-MT-Lasso against different values of λare shown in Table 7. When we 
increase the value of λto 50, we observed that both Algorithms completely 
discarded irrelevant feature x3 and the obtained results have been shown in 
Table 7. It is clearly seen that after discarding irrelevant feature x3 our 
proposed algorithm shows best results, that is the advantage and novelty of 
our method.

Application in the Field of Biosciences

Variable selection and dealing with outliers/noisy points in biological studies 
are challenging and important task. Due to having outliers and irrelevant 
features/genes in biological data sets, estimated parameters would be biased, 
insufficient and inconsistent. In order to demonstrate the effectiveness and 
real applicability of proposed method F-MT-Lasso we applied it in the follow-
ing five sets of biological real data; seeds, Pima Indian, prostate cancer, breast 
cancer and soil data set. Soil data set have been collected from Gilgit-Baltistan, 
Pakistan in collaboration with Karakoram International University GB, 
Pakistan. Comparisons of the proposed F-MT-Lasso algorithm with F-MB- 
N, FCML-T and FG-Lasso have also been made in the following.

Example 4. In this example, we consider the real data set of seeds from (Das,  
2014). This data set consists of 7 real-valued continuous attributes, namely; area, 
perimeter, compactness, length of kernel, width of kernel, asymmetry coefficient 
and length of kernel groove. This data set comprised of three different varieties 
of wheat and Samples were labeled by numbers: 1–70 first variety of wheat 
“Kama wheat variety,” 71–140 for the “Rosa wheat variety,” and 141–210 for the 
“Canadian wheat variety.” 70 elements each, randomly selected for the experi-
ment. To collect this data set, high quality visualization of the internal kernel 
structure was detected using a soft x-ray technique. This sort of technology is 
very familiar and famous because it is nondestructive and considerably cheaper. 
When the proposed F-MT-Lasso algorithm is applied to the data set, F-MT- 
Lasso and FG-Lasso both methods identified that 6th feature is irrelevant one 
among a total of seven features. When the λ value is increased up to 162, 
according to FG-Lasso we get μ̂16 ¼ μ̂26 ¼ μ̂36 ¼ 0 and consider features six as 
irrelevant and removed it from further clustering. After discarding this irrele-
vant feature, the average accuracy rate with 30 different initializations, we obtain 
(AR = 0.859) from FG-Lasso, (AR = 0.593) from F-MB-N, and (AR = 0.628) 
using FCML-T. When we increase the value of λ = 200 we observed 
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thatμ̂16 ¼ μ̂26 ¼ μ̂36 ¼ 0. Our proposed F-MT-Lasso algorithm discards feature 
six “asymmetry coefficient.” After discarding this feature from data, we execute 
our proposed F-MT-Lasso algorithm and get better average accuracy (AR =  
0.891) with 30 different initializations. The comprision of each average accuracy 
rate has been shown is Table 8 and graphical comprision have been shown in 
Figure 5. This reveals that, the proposed F-MT-Lasso algorithm is significant 
and effective for relevant feature selection on the seeds data set.

Example 5. In this example, we consider the real data set of Pima Indian 
(undefined). This data set consists of 8 predict variables and one response 
variable. The variables are named as pregnant, plasma, blood pressure (mm 
Hg), triceps skin fold thickness (mm), insulin (mu U/ml), body mass index 
(weight in kg/(height in m)^2), diabetes pedigree function, and age (years). 
While response variable is (1: diabetes, 0: not). The data set has two classes. 
Diabetes mellitus is very common and severe disease in many populations of 
the world including American Indian tribe and Indian. There are many risk 
factors of this disease and some well-known of those are parental diabetes, 
genetic markers, obesity, diet (Das, 2014). When the proposed FG-Lasso 
algorithm is applied to the Pima Indian diabetics data set, it identified that 
when we are increasing the value of λ up to 50 using FG-Lasso, we 
getμ̂15 ¼ μ̂25 ¼ 0, feature five “insulin” as irrelevant feature and after remov-
ing it, from further clustering we obtain (AR = 0.653) from FG-Lasso, (AR =  
0.544) from F-MB-N, (AR = 0.5083) using FCML-T with the average of 30 
different initializations. Our proposed method F-MT-Lasso also discards 

Table 8. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

7 0.593 0.628 6 6 0.859 0.891

Figure 5. Box and whisker plot of average accuracies from different methods.
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feature five “insulin” against the value of λ = 150 and we get better average 
accuracy rate (AR = 0.720) with 30 different initializations. The comprision of 
each average accuracy rate has been shown is Table 9, while graphical compri-
sion have been reflected in Figure 6. This confirms that, the proposed F-MT- 
Lasso algorithm is also significant for relevant feature selection on the Pima 
Indian data set.

Example 6 (Breast Cancer (UCI, 2019)) Breast cancer is one of the 
severe and commonest cause of death in women worldwide. It is fre-
quently found in Australia/New-Zealand, United Kingdom, Sweden 
Finland, Denmark, Belgium (Highest rate), the Netherlands and 
France. According to the findings of World health organization, com-
mon causes of breast cancer are tobacco use, use of alcohol, dietary 
factors including lack of fruit and vegetable consumption, overweight, 
obesity, physical inactivity, chronic infections from helicobacter pylori, 
hepatitis B virus, hepatitis C virus and some type of human papilloma 
virus, environmental and occupational risks including ionizing and non- 
ionizing radiation (Bray et al., 2018; Siegel et al., 2019). In this example, 
we consider real data set regarding breast cancer that consist of eight 
features namely; clump thickness, uniformity of cell size, uniformity of 
cell shape, marginal adhesion, bare nuclei, bland chromatin, normal 
nucleoli, mitoses and one output variable class having 699 samples. 
When the proposed FG-Lasso algorithm is applied on this breast cancer 
data set, it has been observed that when we increase the value of λ to 
400, four features namely; clump thickness, marginal adhesion, normal 

Table 9. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

8 0.544 0.628 7 7 0.653 0.720

Figure 6. Box and whisker plot of average accuracies from different methods.
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nucleoli and mitoses are identified to be irrelevant features. So, after 
removing these four features from further clustering, we obtained (AR =  
0.911) from FG-Lasso, (AR = 0.892) from F-MB-N, and (AR = 0.850) 
using FCML-T on the average, for 30 different initializations. On the 
other hand, our proposed method F-MT-Lasso discards only feature 
seven “normal nucleoli” against the same value ofλ = 400 and we get 
even more better average accuracy (AR = 0.962) with 30 different initi-
alizations. The comprision of each average accuracies are shown is Table 
10 and graphical representation is shown in Figure 7. This reveals that, 
the proposed F-MT-Lasso algorithm is more significant and effective for 
relevant feature selection regarding breast cancer data set.

Example 7 (Prostate cancer Saifi, 2018)) Prostate cancer is second 
major common type of cancer and fifth leading cause of death among 
men worldwide and occurs over the age of 70 years (Bray et al., 2018). 
This kind of cancer starts, when cells in the prostate gland start to grow 
out of control. The most leading countries in this domain are Australia, 
America, New Zealand, Norway, Sweden and Ireland (Bray et al., 2018). 
Here we consider a real prostate cancer data set consists of 100 patients 
of prostate cancer having eight features namely; radius, texture, peri-
meter, area, smoothness, compactness, symmetry, fractal dimension and 
one categorical parameter diagnosis results (benign tumors = 38 and 
malignant tumors = 68). When FG- Lasso algorithm is applied on the 
prostate cancer data set, this identified that when we are increasing the 
value of λ up to 60, we observed the features like radius, texture, 
perimeter, and area as irrelevant features. After removing these 

Table 10. Comparison of F-MT-Lasso with F-MB-N, FCML-T and FG-Lasso.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

8 0.892 0.842 4 7 0.911 0.962

Figure 7. Box and whisker plot of average accuracies from different methods.
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irrelevant features, we obtain (AR = 0.617) from FG-Lasso, (AR = 0.517) 
from F-MB-N, and (AR = 0.635) using FCML-T after taking the average 
of 30 different initializations. When the proposed F-MT-Lasso algorithm 
is applied to the prostate cancer data set, it has been noticed that 4th 

feature “area” became irrelevant feature against λ = 78, and consequently 
has been discarded. Hence we found that after discardng it, we get better 
average accuracy rate (AR = 0.807) with 30 different initializations. The 
comprision of each average accuracy rate, are shown is Table 11 and 
graphical comparisons are shown in Figure 8. This shows that, the 
proposed F-MT-Lasso algorithm is more significant and effective for 
relevant feature selection of the prostate cancer data set.

A Real Application of Soil Data from the Region of Gilgit-Baltistan, 
Pakistan

Finally, we apply our proposed F-MT-Lasso algorithm on real data set 
regarding soil which consists of thirty samples, ten samples in each 
cluster. The soil samples have randomly been taken from 0 to 15 cm 
depth with the help of small spade and hand trowel from three region 
(clusters) of Gilgit-Baltistan namely; Damote Sai (located in Hindukush 
range), Bunji (located in Himalya) and Jalalabad (located in Karakorum 
Range) with the collaboration of Karakoram international university 
Giglit-Baltistan. The purpose of taking samples from three different 
locations is to compare soil fertility status of regions. The samples 
have been dried and Sieved through a 2 mm sieve for further laboratory 
investigation. PH was measured through a pH probe by 1:1 (soil: water) 

Table 11. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

8 0.517 0.762 4 7 0.617 0.807

Figure 8. Box and whisker plot of average accuracies from different methods.
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suspension with OAKTON PC 700 meter (Mclean, 1983). EC was mea-
sured by 1:5 (Soil: water) with Milwaukec EC meter (SM 302) (Rayment 
and Higginson, 1992). Fertility status of soil NO3-N, P, K was deter-
mined by (AB- DTPA) extractable method (Jones, 2001). In all the 
samples of three regions, Nitrogen was detected as defecient or low 
range and our both methods FG-Gauss and F-MT-Lasso have suggested 
to discard the Nitrogen from soil data to improve the accuracy as shown 
in Table 12. Hussain et al., (2021) conducted research on soil fertility of 
two villages from lower Karakorum Range and the quantity of nitrogen 
was in range within marginal or medium range from both orchard and 
agricultural land. Whereas Babar et al. (2004) stated/reported the defi-
ciency of nitrogen (0.08% only) in the soil of Gilgit region.

Table 12. Comparison of F-MB-N, FCML-T, FG-Lasso with F-MT-Lasso based on reduced feature and 
average AR.

Original feature

Average AR No. of remaining features Average AR

F-MB-N FCML-T FG-Lasso F-MT-Lasso FG-Lasso F-MT-Lasso

5 0.889 0.652 4 4 0.913 0.949

Figure 9. Scatter plots for all possible combinations of PH, EC, N, P and K.
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In the following we show scatter plots for all possible combinations of soil 
parameters in Figure 9 while graphical comprision have shown in Figure 10.

Conclusion

In model-based clustering many proposed methods are based on EM 
algorithm to overcome its sensitivity and initialization issues. However, 
these methods treat data points with feature (variable) components with 
equal importance, and so it cannot distinguish the irrelevant feature 
components. In most of the cases, there exist some irrelevant features 
and outliers/noisy points in a data set that adversely affect the perfor-
mance of clustering algorithms. To identify and discard those irrelevant 
features or to handle the problems due to those outliers/noisy points, 
multivariate t-distribution is more efficient and effective than multivariate 
normal distribution due to its heavily. It is therefore we proposed a fuzzy 
model-based t-clustering schema using mixture of t-distribution with an 
L1regularization for the better identification and selection of significant 
features and to improve the performance of algorithm against the sparsity 
exists in the data.

We have applied our proposed F-MT-Lasso algorithm on simulatd data 
sets as well as real data sets including seeds, pima, prostrate cancer, breast 
cancer and soil data data to show its effectivenss and usefulness.It has 
been seen from comparative analysis that the proposed F-MT-Lasso algo-
rithm is a robust choice and provides better results with higher accuracy 
rates as compared to the existing methods for variouse larger values of 
thresholdλ. However, our question is, which value of the threshold λ 
would be the optimal value for better feature selection in the F-MT- 
Lasso algorithm? That is, to find a good estimate for the threshold 
parameter λ is very important and would be our further topic in our 
future research.

Figure 10. Box and whisker plot of average accuracies from different methods.
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